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Abstract—Performance engineering of software architecture
can be defined as the process of analyzing the performance of a
software architecture and then reacting to problems emerging
from such analysis by refactoring the software architecture in
order to meet performance requirements. In the last decade,
many approaches in this field have appeared, whereas the
problem of reacting to problems by proposing and evaluating
alternative solutions through architectural refactoring has been
much less treated. Indeed, the introduction of automated
support to refactoring becomes crucial to drive architectural
evolutions that might lead to performance improvement. This
tutorial is aimed at introducing notations, methodologies and
tools that can be adopted for Performance-Driven Software
Architecture Refactoring.
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I. THE TUTORIAL TOPIC

Performance-Driven Software Architecture Refactoring
(PDSAR) can be defined as a discipline that collects ap-
proaches, methodologies, and tools aimed at introducing
performance assessment in the context of software architec-
tures. Figure 1 depicts a PDSAR process and it represents
the context addressed by this tutorial. The process has three
horizontal swimlanes, namely Forward path, Backward path
and Knowledge. The latter contains system and domain
artifacts (e.g. Architecture Under Analysis — AUA - and
Refactoring Library) supporting the process.

The forward path starts with the SAM2PM model-to-
model transformation (e.g. [1]) aimed at generating a per-
formance model from a software architecture. This step is
followed by a Performance Analysis procedure (e.g. [2]) that
carries out the Performance Values of Interest corresponding
to the metrics specified in the knowledge repository.

The obtained performance values are then taken as input
by the first step of the backward path, namely Metric values
integration, which properly fills the AUA with the metric
values, thus obtaining an Annotated AUA. The latter under-
goes a Results interpretation step that uses the knowledge
needed to detect performance problems (e.g., [3]).

The Results Interpretation step produces a list of Per-
formance Problems Occurrences. Based on the latter, an
Architectural feedback generation step is then executed, with
the support of Refactoring Actions knowledge repository.
The result of this step is represented by a set of Architectural

Alternatives that go back to the forward path in order to
be evaluated. Architectural Alternatives that satisfy perfor-
mance requirements and/or that show better performance
than the AUA can thus finally be considered as beneficial
evolutions of the latter.

The whole process is plugged into an Architectural No-
tations frame in Figure 1, which accounts for the different
notations that can be used in different instantiation of the
process. The focus of this tutorial is the backward path and,
consequently, the knowledge supporting it.

II. STATE OF ART

The quality improvement of software architectures is a
problem known to be computationally hard, due to the
typically huge space of feasible solutions, complexity of
architectural notations, heterogeneity/fragmentation of avail-
able methods and tools.In the performance domain, existing
approaches to this problem mostly rely on heuristics and
metaheuristics, while addressing particular architectural no-
tations (as for, e.g., UML-MARTE [4] and AADL [5]) that
often natively support performance analysis (e.g. PCM [6]
and Amilia [7]).

Heuristics that exploit performance antipatterns to specify
performance problems at the architectural level are of par-
ticular interest, since performance antipatterns are patterns
characterising bad design practices that likely jeopardize
performance [8]. However, most of them are limited to au-
tomation of antipatterns detection [3], [9], [6], [7], whereas
there is lack of exploitation of Model-Driven Engineering
techniques to introduce automated support for planning and
applying architectural refactoring actions, possibly based on
antipattern/bottleneck removal [10], [11], [12], [13].

Moreover, a number of more recent studies have demon-
strated the effectiveness of formulating the problem as a
search-based one, and of tackling it via metaheuristics [14].
Several evolutionary algorithms have been introduced, in the
last decade, for software architecture multi-objective opti-
mization with respect to various quality attributes, including
performance [15], and with different degrees of freedom to
modify the architecture [16], [17].
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Figure 1.

III. TARGET AUDIENCE

The potential attendees of this tutorial are researchers and
practitioners that, respectively, are interested to investigate
issues related to this topic and experience performance
problems in their working activity. They will be exposed
to MDE techniques that can be adopted to introduce auto-
mated support to software architecture refactoring driven by
performance. They will also be exposed to the insight that
automation in this process lowers the bar of its applicability,
thus paving the way to the development of solutions that
actually support the performance-driven refactoring.

The basic prerequisites for this tutorial are: software
architecture, basic concepts of performance analysis, model-
driven engineering basics, and pattern/antipattern concepts.
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